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Monte Carlo simulations have been performed to study the interfacial properties of the liquid-vapor interface
of alkanes. We highlight the chemical equilibrium of the liquid-vapor interface by calculating a local chemical
potential including the appropriate long-range corrections profiles. We extend the “test-area” (TA) technique
developed by Gloor et al. [J. Chem. Phys. 123, 134703 (2005)] on Lennard-Jones and square-well fluids to
molecular systems. We establish both operational expressions of the TA approach for the calculation of the
surface tension profile and the corresponding long-range corrections by underlining the approximations used.
We compare the results between the different operational expressions of the surface tension and focus on the
truncation procedures to explain the difference between the different techniques using either the potential or
force equations. We make the results of surface tension identical between the different methods by using
consistent potential and force equations. In the case of a relatively small cutoff, we propose to show that the
Irving-Kirkwood definition and TA methods lead to the same value of the surface tension under condition that
appropriate long-range corrections be included in the calculation. We end this paper by calculation of the

entropy change profile and a comparison with experiments.
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I. INTRODUCTION

The major advantages of the direct molecular simulation
of two-phase systems concern the calculation of the surface
tension and a microscopic description of the interfacial re-
gion. The difficulties of this method are directly related to
the nature of the system—i.e., the nonuniformity of the local
density along the direction normal to the surface. This het-
erogeneity makes problems concerning the truncation proce-
dures involved in the calculation of the potential and corre-
sponding force, the long-range corrections to apply to the
macroscopic properties, and the simulation time required to
stabilize the interface.

As concerns the truncation procedures, some recent pa-
pers [1,2] have shown the importance of the truncation of the
potential at the cutoff radius on the mechanical equilibrium
and interfacial properties. The fact that the potential is not
differentiable at the cutoff value makes the use of the corre-
sponding force not consistent and explains the diversity of
the results obtained in Lennard-Jones (LJ) fluids with Monte
Carlo (MC) and molecular dynamics (MD) methods.
Trokhymchuk and Alejandre [1] have shown that the two
methods, MC and MD, are consistent under condition that an
impulsive contribution be added to the force to counteract
the discontinuous change of the truncated potential at the
cutoff distance. The introduction of this additional force does
not resolve the difficulties of applying the long-range correc-
tions to the thermodynamic properties in heterogeneous sys-
tems. To avoid both the use of these long-range contributions
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and the discontinuities in the potential and force equations,
we have recently performed MC and MD simulations with
consistent potential and force by taking the force and its
derivative zero at the cutoff value. Using such a modified
potential and force, we have shown that the MC and MD
methods yield similar coexistence and interfacial properties
[2].

Whereas the most commonly used methods [3-7] for the
surface tension calculation are based upon the mechanical
route definition and use the derivative of the potential in their
operational expressions, a novel method called the “test-
area” (TA) method [8] based on the thermodynamic defini-
tion of the surface tension makes only use of the configura-
tional energy. We propose to show that the surface tension
calculated from the gradient of potential (virial route)
matches very well with that resulting from the configura-
tional energy (test-area method) when the discontinuities in
the potential and force equations are removed. The test-area
method uses the perturbation formalism and takes advantage
of expressing the surface tension as a difference of energy
between a reference state and a perturbed state characterized
by an infinitesimal increase or decrease of the surface.

As the most common force fields have been established
from simulations using either a truncated potential or a trun-
cated force, the simulations using a potential modified by a
switching function are used only as an aid to check the in-
fluence of the discontinuities and cannot be used without
readjustment to yield quantitative thermodynamic properties
in line with the corresponding experimental ones. The long-
range corrections become then essential to account for the
long-range interactions in the case of the use of truncated
potentials. These tail corrections are avoided in most of mo-
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lecular simulations of heterogeneous systems by applying a
cutoff radius larger than that used in standard homogeneous
molecular simulations. It was observed [1] that the surface
tension becomes independent of the cutoff when it is close or
larger than 5.50. This value corresponds to an effective cut-
off radius of 20.5 A in the case of methane. Our objective
was to use a relatively small cutoff to make the two-phase
simulation competitive at the level of CPU time with the
Gibbs ensemble Monte Carlo (GEMC) method [9-11]. In
this case, the use of the long-range corrections to be added to
the interfacial properties is meaningful. We have also shown
[12] that the value of the surface tension calculated from MC
simulations becomes independent of that of the cutoff radius
once the long-range corrections are included.

In the case of a planar liquid-vapor surface lying in the
x,y plane, the heterogeneity takes place in the z axis normal
to the interface. When a two-phase simulation is performed,
it is essential to check that some local thermodynamic prop-
erties (temperature, pressure, chemical potential) are constant
as required for a system at the thermodynamic equilibrium.
Some local functions such as the components of the pressure
tensor and intermolecular energy contribution cannot be de-
fined unambiguously and must satisfy some constraints. We
propose to give the operational expressions of the local tem-
perature, chemical potential, and normal and tangential pres-
sure components by recalling the approximations used to
build them.

It is also of basic interest for a test of equilibrium to show
that the local total chemical potential is constant throughout
the system as it is inhomogeneous in density. Only a few
studies have reported the calculation of the chemical poten-
tial in very heterogenous systems [13—18]. It is also funda-
mental to show how the chemical potential is required to be
corrected by long-range contributions to keep the same value
at the interface and in the bulk phases. We thus implement
the modified test-particle [13] insertion method introduced
by Widom [19] for homogenous systems in the case of the
liquid-vapor surface of methane and discuss the importance
of the long-range corrections (LRCs) established by Guo and
Lu [20] on the profile of the chemical potential. We also
propose to extend the insertion method used for the calcula-
tion of the local chemical potential to the calculation of a
local entropy contribution.

The calculation of the surface tension will be carried out
using different approaches involving either the potential en-
ergy or its derivative. When the potential used is truncated,
we propose to establish that the different calculations of the
surface tension are equivalent under condition that appropri-
ate long-range corrections are added. Within the test-area
technique, we propose then to establish the operational ex-
pressions of the local surface tension and of the correspond-
ing local long-range corrections by underlining the different
approximations used.

The paper is organized as follows. Section II contains the
description of the intramolecular and intermolecular poten-
tials and simulation techniques used in this work. Section III
contains the different expressions for the calculation of the
chemical potential, temperature, and pressure components
profiles. Section IV presents the test-area method and the
extension of this technique for the calculation of the surface
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tension and its long-range corrections profiles. Section V pre-
sents the different results with appropriate discussions and
Sec. VI our conclusions.

II. SIMULATION METHODOLOGY
A. Potential model

The n-alkanes are modeled using the united-atom TraPPE
[21] description. The sites a and b on different molecules
(i#j) and sites on the same molecule (i=j), separated by
more than three bonds, interact through a Lennard-Jones po-

tential
12 6
Ua O-a
uLJ(riajb):4Eah|:< b) —(_b> ], (1)
Tiajb Tiajb

where r;,;, is the distance between atom @ in molecule i and
atom b in molecule j, €, is the energy parameter of the
interaction, and o, is the Lennard-Jones core diameter. The
LJ parameters for the interactions between sites a and b are
calculated by using the Lorentz-Berthelot mixing rules:

1
€ab = (Eaaebb) ]/2v Oup = E(Uuu + O-bb) . (2)

The interaction sites have the following Lennard-Jones
parameters: €cy,/kp=148 K, ecy,/kp=98 K, and ecy,/kp
=46 K where kg is Boltzmann’s constant. The size param-
eters are a'CH4=3.73 A, O'CH3=3.75 A, and chH2=3.95 A.

The bond distance between two sites is fixed at the sepa-
ration of 1.54 A. The bond-angle interactions are harmonic,
with

1
Upend = Eko(a— ‘90)27 (3)

where 6 is the angle between three consecutive united atoms,
ky/kp=62500 K rad?> is the bending constant, and 6,
=114° is the equilibrium bond angle.

In the case of the modeling of the n-pentane and n-decane
molecules, the torsional potentials are represented by the
OPLS potential model [22]

Uyprs = C1(1 +cos @) + co(1 —cos 2¢) + c53(1 + cos 3¢),
4)

where ¢ is the dihedral angle between four subsequent
united atoms, c¢;/kp=355.03 K, c¢,/kz=-68.19 K, and
c3/kp=791.32 K.

B. Computational procedures

The simulation box is a rectangular parallelepipedic box
of dimensions L,L,L.(L,=L,) with N alkane molecules. The
details of the geometry of the system and the total number of
molecules are given in Table I. The periodic boundary con-
ditions are applied in the three directions. MC simulations
are performed in the NVT ensemble. Each cycle consists of N
randomly selected moves with fixed probabilities. The moves
are (i) displacement of the center of mass of a random mol-
ecule, (ii) rotation of a randomly selected molecule around

051602-2



MOLECULAR SIMULATIONS OF THE n-ALKANE...

TABLE I. Dimensions of the simulation box, number of alkanes
molecules, and relative probabilities for the different types of MC
moves.

methane n-pentane n-decane
L.=L, (A) 40 35 35
L. (A) 272 235 400
N 3000 500 300
% (translation) 100 45 35
% (rotation) 0 35 25
% (internal) 0 20 40

its center of mass, and (iii) regrowth of part of a random
molecule using the configurational-bias scheme [23]. The
relative probabilities for the different types of moves are
given in Table I as a function of the alkane chain length. The
maximum displacement and maximum rotation are adjusted
during the equilibration phase to give an acceptance ratio of
0.4. As concerns the translational moves, two different dis-
placements have been chosen randomly with equal probabil-
ity. The adjustment of these two maximum displacements,
during the equilibration phase, gives acceptance ratios of
20% and 60%. This specificity for the translational moves
improves the sampling of the configurational space of the
vapor phase.

The initial configuration has been built by placing N al-
kane molecules on a cubic box with random positions. MC
simulations in the NpT ensemble have been performed on
this bulk fluid configuration. The dimension of the resulting
box has been increased along the z axis by placing two
empty cells on both sides of the bulk liquid box. A typical
MC run consists of 100 000 cycles for equilibration and
200 000 cycles for the production phase. The configurational
temperature, the normal and tangential components of the
pressure tensor, the surface tension, and the chemical poten-
tial are calculated every 10 cycles. The statistical errors in
these properties are estimated using 10 blocks averages of
2000 configurations. As the geometry of the system shows an
heterogeneity along the axis normal to the interface (z axis),
we expect thus a dependence of the thermodynamic proper-
ties only in this direction. We have therefore calculated the
temperature, pressure, and surface tension and its long-range
correction as a function of z;, by splitting the cell into slabs of
width &z.

III. THERMODYNAMIC EQUILIBRIA

In a classical system constituted by N identical particles
of mass m defined by their coordinates r" and momenta p”,
the Helmholtz free energy F is related to the partition func-
tion Qyyr in the constant-NVT ensemble by the following
expression:

F=—=kgTIn Qnyr (5)

1 H( N’ N)
:—kBTln[—hsNN! ffdrNdeexp<— —ZBTP )} (6)
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1 U’
=—kBTln{ATN!fdrNexp(— k:T )} (7)

The total Hamiltonian in Eq. (6) can be written as the sum
of the kinetic and potential energies of the system. Let us
suppose that the potential energy U(r") is independent of the
velocities; the double integral in Eq. (6) can be separated in
two integrals, one over the positions and one over the mo-
menta. This latter can be written in terms of the de Broglie
thermal wavelength A. The resulting expression of the Helm-
holtz free energy is given by Eq. (7). Let us recall that Eq.
(7) is then valid only for rigid or flexible molecules with no
internal constraint on bond lengths [24,25].

A. Chemical equilibrium

The chemical potential is the derivative of the Helmholtz
free energy with respect to the number of particles, N, and
can be expressed for sufficient large N as

dIn Qyyr 0T In On+1vr
=—Kp

M= kBT
N NVT

I.N+1
o f I exp(_u(k T))
: B
(N + 1)IA3WD J U(rN))
kT

=—kBT1n

drV exp(—

Ur)
dr" exp(— AU/kgT)exp| -
kg T
=- kBT In
N

3 N
A JdrN exp(— Ut )>

=—kpT In pA® — kpT In {exp(— AUIkET))\yr 9)

(8)

=Mig + Mex- (10)

The most common method for the calculation of the ex-
cess contribution of the chemical potential is the Widom test
particle [19] and consists in inserting a ghost particle ran-
domly into a simulation box and calculating the energy of its
interaction with the N particles. The operational expression
for the calculation of the chemical potential is given in Eq.
(9) where AU=U("")~U(r") represents the energy of in-
teraction of the (N+1)th particle with the other N particles.
The angular brackets {---)yyr denote a canonical ensemble
average over the configuration space of the N particles, and p
is the mean number density expressed in number of particles
per m>. In the case of a system of particles, the first term in
Eq. (9) is the ideal gas chemical potential and the second
term defines the excess chemical potential of the system. For
a system with an inhomogeneity in density in the z direction,
the operational expression of u has been modified by Widom
[13] to account for the local dependance of w on the density
p. So the full chemical potential u(z) depends on the z posi-
tion, according to Eq. (11):

051602-3



IBERGAY et al.

) G
m(zy) = kT ln<< exp(— AUlkgT) >Zk,NVT)

A3<P(Zk)>1vvr )
(exp(— AU/ kBT)>zk,NVT ’

zkrln( (11)

where p(z;) is the number density at the position z;. The right
term given in Eq. (11) results from the assumption that the
average of the ratio can be replaced by the ratio of the two
averages. We check that the difference between
<L> and L is within 107> unit, indicatin

exp(—AUkT) (exp(CAUIkLT)) ) g
that {p(z;)) and (exp(—AU/kgT)) are uncorrelated. Let us re-
call that this expression has been established in the mean-
field approximation. We recall here some approximations of
the mean-field approach. In the case of inhomogeneous fluid
within the mean-field approximation, we have to use an ad-
ditional approximation of a small gradient of density. It
means that we have to consider that p(z;) changes slightly
over distance comparable with the distance of neighboring
particles. On such a scale, the local density p(z;) can be
considered as uniform. It follows from this that the local
configurational chemical potential in the liquid phase or va-
por phase is the same that that calculated for an homoge-
neous system with a mean density corresponding to that of
the local density of the liquid or vapor region. As concerns
the interfacial region, the mean approximation considers it as
a matter of bulk with a local chemical potential—that is, that
of hypothetically uniform fluid with the same density with an
additional term taking into account the nonuniformity of this
region. The small-gradient approximation becomes accurate
when the simulation of the two-phase system is carried out
near the critical point. This operational expression of the
chemical potential resulting from a certain number of ap-
proximations has been already applied in the simulations of
the two-phase systems [14-18].

B. Thermal equilibrium

In most computer simulations of equilibrium systems, the
temperature was calculated from taking averages of the ki-
netic energy. From Rugh’s result [26], Jepps et al. [27] have
established a more general expression of Rugh’s theorem:

(VH(I) - B(I))
(V-B(I) ~

where the angular brackets denote an canonical ensemble
average. I'=(ry,...,rsy,P1, ... ,P3y) 1S & phase-space vector
of an N-particle system where ¢; and p; represent the 6N
spatial coordinates and conjugate momenta, respectively. The
Hamiltonian H(I") is equal to the sum of KC(r,...,rsy) and
U(ry,...,r3y). B(I') is an arbitrary vector field. If B(I)
=(0,...,0,py, ..., p3y) depends only upon the momentum of
the particles, the temperature is calculated through the equi-
partition theorem from the kinetic energy. By choosing
B(I')=G V'H where the general matrix G is not unique and
by taking the matrix G such as g;;=9;; if i and j refer to
coordinate variables and 0 otherwise, B(I") becomes equal to

kgTeons = ( 1 2)
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VU. The expression of the configuration temperature [27,28]
becomes to order 1/N

2
(VU)) (1) 13)

kgTeont= =7 — + O — |.
B+ conf <V2u> N
An order-1 operational expression of the configurational
expression depending on the first and second spatial deriva-
tives of the intermolecular potential energy is given by

N
2F
i=1 l
kBTconf = s ( 1 4)
or;. JF,, JF;

24

ix iy

+ +
ix (9rl'y or

Ve

L\ or

14

where r;,, iy, and r;; refer the Cartesian coordinates of r;. In
the molecular version of the configurational temperature
given in Eq. (14), N represents the number of molecules in
the system. F; is the intermolecular force on molecule i act-
ing upon the molecular center of mass, r;, and is expressed as

N N N, N,
Fi=2F;=2 > > (fup), (15)
J#Ei Jj#i a=1 b=1

where N, and N,, are the number of sites in the molecules i
and j, respectively. This is equivalent to expressing F;; as the
sum of all site-site forces acting between molecules. Using
this definition, F;; is then is the intermolecular force between
molecules i and j and f;,;, of Eq. (16) is the force between
atom a in molecule i and atom b in molecule j:
_ &,LbdZ/{LJ(riajb)
iajb = — . (16)
Tiajb dr, iajb
In the case of a system with an inhomogeneity along the z
direction, we use a new expression for the matrix G. This
definition has been used [29] to calculate the temperature
along a specific direction in the case of confined systems. G
is chosen such as g;;=9;;6,,6;, if i and j refer to coordinate
variables. J;, is equal to unity if the atom associated with i is
located in the slab k£ and O otherwise. A first-order opera-
tional expression of the local configurational expression be-
comes then

N
> F
i=liek
kBTconf(Zk)= B (17)
N [OF, OF, OF,
- E + +

i=lLick \ gr,,  Ir ar

iy 1z

where i refers to the molecule. This operational expression in
Eq. (17) can be used to calculate the temperature in Monte
Carlo simulations where the momenta are not known and in
heterogeneous systems to check the constancy of this prop-
erty along a peculiar direction. As the matrix G is not unique,
other operational expressions for the configurational tem-

perature are possible.
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C. Mechanical equilibrium

The mechanical stability of a planar liquid-gas surface can
be established from the calculation of the normal and tangen-
tial components of the pressure tensor as a function of the
position along the normal to the surface. The method of Irv-
ing and Kirkwood [5] is based upon the notion of the force
across a unit area. The pressure tensor is then written as a
sum of a kinetic term and a potential term resulting from the
intermolecular forces. Whereas the first term is well defined,
the potential term is subjected to arbitrariness because there
is no unique way to determine which intermolecular forces
contribute to the stress across dA. There are many ways of
choosing the contour joining two interacting particles. Irving
and Kirkwood [5] have chosen as a contour the straight line
between the two particles. Other choices [30] are possible
and result from the lack of uniqueness in the definition of the
microscopic stress tensor. The components of the pressure
[3,6,7] tensor in the Irving-Kirkwood definition are ex-
pressed as

paﬁ(zk) = (p(z)kpT1

M 1 (z-z -2
2 2 (F,])B—e(u)e(J—") :
A i=1 j>i |Zij| Zjj Zij
(18)

where I is the unit tensor and T is the input temperature. «
and 3 represent the x, y, or z direction. 6(x) is the unit step
function defined by 6(x)=0 when x<<0 and 6(x)=1 when x
=0. A is the surface area normal to the z axis. The distance
z;; between two molecular centers of mass is divided into N;
slabs of thickness dz=1.0 A. Following Irving and Kirk-
wood, the molecules i and j give a local contribution to the
pressure tensor in a given slab if the line joining the centers
of mass of molecules i and j crosses, starts, or finishes in the
slab. Each slab has 1/N; of the total contribution from the i-j
interaction. The normal component py(z;) is equal to p..(z;)
whereas the tangential component is given by %[pxx(zk)
+p,,(z)]. We adopt the molecular definition of the pressure
tensor using the center-of-mass definition. This definition is
only valid for pairwise additive potentials. Following this
definition, the forces arising from the intramolecular interac-
tions (bond-angle distorsions) make no contribution to the
molecular pressure tensor.

Todd, Evans, and Daivis [31] have developed a method
based upon the continuity equations of hydrodynamics. In
previous papers [2,12], we have shown that the local con-
figurational term of the normal component of the pressure
tensor calculated from this method matched very well with
that resulting from the definition of Irving and Kirkwood in
the case of an n-pentane liquid-vapor surface.

In the case of a planar surface, the local value of the
normal component of the pressure tensor is constant and in-
dependent of z; whereas the tangential part of the pressure
tensor is large and negative in the interfacial region and
equal to the normal part in the vapor and liquid regions. The
calculation of these local components represents a way of
checking the mechanical equilibrium of the two-phase sys-
tems. This type of calculation for the local components of the
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pressure tensor has been widely used to establish
the mechanical equilibrium of heterogenous systems
[1,2,17,32-34].

IV. INTERFACIAL PROPERTIES: SURFACE
TENSION CALCULATION

In the constant-NVT ensemble the surface tension 7y can
be expressed as the derivative of the Helmholtz energy with
respect to the interfacial area. In other terms, the surface
tension is defined in Eq. (19) as the change in free energy for
an infinitesimal change in the area. This infinitesimal change
in the area can be performed throughout a perturbed system
[state (1)] in which the box dimensions are changed by a
small quantlty € such as e<1. The box dimensions
(L(l) L(1 L(])) in the perturbed systems are changed usrng
the transformatlons L, l)—L(0 ’1+6 L(1 —Lio)\ 1+€, and L

L(O)/ (1+¢€) where the superscript (O) refers to the reference
system [state (0)]. The area A" in the perturbed state is
changed as AW L(O)L(0 (1+€)=AO+AA, where AA,

L(O ¢ These transformatrons conserve the volume of the
box in’ the perturbed state. This means that it is possible to
express the surface tension as a ratio of partition function
between the perturbed and reference states as in Eq. (20). In
this equation, 4/ (r") and U (r'V) are the configurational
energies of the systems with an area A and a configura-
tional space r" and an area A" and a configurational space
r'", respectively. The transformations used for the change in
the volume lead to the equality dr'¥=dr". This expression is
the key for writing the surface tension as the average of
exp( ) in the constant-NVT ensemble [Egs. (21) and (22)]:

~ (a_F) i F(N,V,T,AD) - F(N,V,T,A?)
Y=\oa) yyr e AA,
kT Qg\}\)/r
_AAEI ;\(I)\)/T (19)
1)yt N
fdr’Nexp(— M)
: kB In kgT (20)
T fareel
dr" exp
kgT
1) (!N
[
——ﬂl kT (21)
A" ( wm(rN))
fdrNexp -
kyT
__ kT
= A
f Y ( <w1>(r’N)—w°>(rN>) ( w°>(r’v))
drexp| - exp| —
5]
JdrNexp -
(22)
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From the perturbation of the interfacial area, we come to
the operational expression of the surface tension given in Eq.
(23):

T ( (w'>(r’N)—w0>(rN)))
A= oaa, T\ P\T ks T .

_ kBTl ( ﬂ) (23)
T oaa, \TP\T T/

where (- - -), denotes the canonical average over the reference

system. The factor of % is introduced to take into account that
the geometry of the system imposes two interfaces. The ex-
pression given in Eq. (23) has been recently established by
Gloor et al. [8] and has led to a novel method called the
“test-area” technique. The equivalence between yr, and the
macroscopic definition of the surface tension is given in Ap-
pendix A.

In the present paper, we propose a local operational ex-
pression of the surface tension based on the test-area method.
The derivation of this expression is given with the approxi-
mations used in Appendix A. The total surface tension is
then approximated by

N,
1 N

TA =~ EE Yralzy). (24)
i=1

Writing Eq. (24) amounts to assuming that the energy of
the slab at the position z; is uncorrelated to that of the slab at
Zk+1- We check this assumption by showing in Fig. 1(a) the

C(z;) function defined by <exp< kT‘)exp( A:{‘T”»Z
"k

—<eXp( )> <exp( “')> o

function is w1th1n 1076 unit at each z;, indicating no correla-
tion between the surface tensions of two neighboring slabs.
The local surface tension ¥(z;) is then given by

We observe that this

kyT AU,

yralz) == 1H<CXP(— > (25)
AA, kgT' )/,

where AU, represents the difference in the slab potential

energy between the reference and perturbed states. A diffi-
culty arises here for the definition of the slab energy. The
ambiguity [3] focuses on the part of the interaction energy to
be included in the volume V| of the slab. We adopt the defi-
nition of Ladd and Woodcok [35] and choose to assign in the
slab centered on z; two energy contributions: one contribu-
tion due to the energy between the molecules within the slab
and a second contribution due to the energy of the molecules
within the slab with those outside the slab. The energy of the
slab at the position z; is defined as

LA

= _E 2 E E H(z; )Z’{LJ(rlajb) (26)

llﬁﬁla

Using this definition, we respect the condition
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FIG. 1. Calculated local spatial correlation function
k AZ'{Iﬂ-l
C(z) defined in (a) by <exp( )exp( T )>
Zk

—<GXp( )> <eXp( “')>7 and  in (b) by
<eXp( AM +AMLRC ))> <exP( )> <exP( AMLRC ))>z

f dzkuzk tot s (27)

where U, is the total configurational energy of the simula-
tion box and V its volume. As a numerical check of this
operational expression, the arithmetical average of the local
surface tension over all the slabs must produce the same
result as that of Eq. (23).

We note that there is some ambiguity in the definition of
the local energy and other definitions are possible. Our aim is
to use this local energy contribution as an intermediary for
the calculation of the local surface tension from the pertur-
bation formalism. To be satisfactory, the adopted definition
must respect the integral given in Eq. (27) and gives a total
surface tension in agreement with the different definitions of
this property.

From a mechanical viewpoint, the surface tension can be
also calculated from the integration of the difference of the
normal and tangential components of the pressure tensor of
Irving and Kirkwood [3,6,7] across both interfaces according
to

+L./2
MK =5 f dz[pn(z) — pr(2)]. (28)
)

This operational expression also provides a profile of the
surface tension y;k(z) defined as [py(z) —pr(z)]6z. The total
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Grids of ghost
particles

FIG. 2. (Color online) Typical configuration of a methane
liquid-vapor interface with grids of ghost particles inserted at dif-
ferent z; positions. For clarity, we have represented only six grids of
ghost particles.

surface tension is then calculated via the half sum of the
local surface tension 7y (z;).

From the local definition of the surface tension, it is pos-
sible to obtain an expression by integrating of dz over all
space. This expression is referred to as the virial expression
of the surface tension and is the same as that resulting from
the thermodynamic definition using the derivative of the free
energy with respect to the area of the liquid surface. This
expression was obtained by Kirkwood and Buff [4] and will
be referred as the Buff expression (7yg,s). Some intermediate
expressions leading to the final operational expression of Eq.
(29) are given for clarity in Appendix A:

N-1 N N, N,

2 E E 2 Lij Tigjp — 3Z,‘jZiajh duLJ(riajb)

i=1 j=i+1 a=1 b=1 2riajb driajb

1
VBuff = A
(29)

V. RESULTS AND DISCUSSIONS

In the first part of this paper, we aim to calculate
the different contributions of the chemical potential along
the direction normal to the interface. The term
<exp(—AU/kBT)>Zk is calculated from a grid of ghost par-
ticles. Six hundred and twenty-five test particles uniformly
distributed in a square plane grid (25X 25) are inserted at
different z; positions 1.0 A apart as shown in Fig. 2. Figure
3(a) shows the profiles of uiz(z;) and e, (z;) calculated from
a MC simulation using a truncated LJ potential. Figure 3(b)
presents the profiles of the long-range corrections parts
where u;1re(zi) and uyre(z;) correspond to the first and
second terms of the LRC to the chemical potential, estab-
lished by Guo and Lu [20] and expressed as follows:

MLre(zy) = /J“SI%C(ZI{) + /’LS%C(ZI{)

= 47Tp(Zk)f drrilUyy,,(r) + 27Tf dr

c

N,

XJ dAZE [p(zxs1) = P(Zpyic) JrULy (1), (30)

i=1

where Uj j,,(r) is defined by
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Ny Np o 12 o 6
uLJ,m(r)=EE46ab|:< :b> _<Tab) i| (31)

a=1 b=1

Az is the difference (z—z;) and varies between —r and r. N, is
the number of slabs between z; and z. The sum =5[p(z;,;)
—p(zg4i—1)] is then equivalent to the difference p(z)—p(zy).
The first term is similar to that used in homogeneous system
except the use of a number of density p(z;) depending on z;.
The second term takes into account that each slab z; is sur-
rounded with slabs of different local densities.

The profile of wig(z;) + pex(zx) represented in dotted line in
Figs. 3(a) and 2(b) is not uniform across the simulation box
with a positive value in the liquid phase. The constancy of
the total chemical potential of the methane liquid-vapor sur-
face is reached once two additional long-range correction
terms are added. In this case, we show in Fig. 3(b) that the
local total chemical potential is constant in the liquid, vapor,
and interface regions as expected for a chemical equilibrium.
In order to conclusively establish that the long-range correc-
tions of the chemical potential are essential for moderate
small cutoffs and truncated potentials, we modify the stan-
dard LJ potential by the addition of a polynomial function as
in Eq. (32),

Upy(r) = Uy y(ry) +a, r<rs,
b
Usp(r) =Y - g(r— o)} - i(r— r)t, resr<r,
0, r=r,,

(32)

where the parameters a, b, and c are calculated by requiring
that the first and second derivatives of the Ugp potential must
be continuous at r, and r,:

FUyy Uy y
ﬁ_rz(rs) o (ry)
‘ (rs_rc)z (VS_rL)B,
FUyy Uy y
T 50
- (rs_rc) - (rs_rc)z’
az_g(rs_rc)3_§(rs_rc)4' (33)

We take the cutoff radius r,=12 A and r,=11 A. With
this expression, no long-range corrections are numerically
required because the potential is zero at the cutoff value.
Figure 3(c) shows the profiles of ui4(z) and u.(z) calculated
from a MC simulation using a LJ potential modified by a
switching function. Figure 3(d) exhibits the profile of
Mia(2) + ey (z) by using the same scale as that used for the
profile calculated with a truncated LJ potential. As expected,
Fig. 3(d) shows that the total local chemical potential is in-
dependent of z; within the statistical fluctuations.

The local thermal equilibrium can be demonstrated from
MC simulations by calculating the local configurational tem-
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FIG. 3. (a) and (b) Parts of the local chemical potential (kJ mol~') resulting from MC simulations of methane at T=120 K using a

truncated LJ potential. (a) Solid line: excess and ideal contributions as

indicated in the figure. Dotted line: sum of the excess and ideal parts.

(b) Dot-dashed line: first part of the long-range correction to the chemical potential. Dashed line: second part of the tail correction of the
chemical potential. Solid line: total chemical potential expressed as (= thexcesst Mideal + 41, LRCF M2 Lrc Dotted line: sum of the excess and
ideal parts. (c) and (d) Parts of the local chemical potential calculated from MC simulations using a modified LJ potential via a cubic spline.
Solid line: excess and ideal contributions as indicated in the figure. Dotted line: sum of the excess and ideal parts.

perature. Figure 4(a) shows a profile of T,(z;) for the simu-
lation of methane at 7=150 K. We observe that the local
temperature in the liquid and vapor regions matches very
well with the Boltzmann temperature. The average tempera-
ture calculated over the slabs in the liquid region is
149.8+0.3 K whereas it is equal to 150+5 K in the vapor
phases. The increase of the standard deviation in the vapor
phases is essentially attributed to the statistics resulting from
a smaller number of molecules. In fact, these fluctuations
decreases as the temperature and the number of MC cycles
increase.

Concerning the mechanical equilibrium, we have already
established in previous papers [2,12] that the inclusion of the
long-range corrections to the calculation of the components
of the pressure tensor led to the constancy of the normal
component py(z;) of the pressure tensor with respect to z; in
the liquid and vapor phases. We also showed that the tangen-
tial part of the pressure tensor pp(z;) was equal to py(z;) in
the liquid and vapor regions and exhibited two negative
peaks in the interfacial regions. The appropriate long-range
corrections to the Irving-Kirkwood (IK) definition of the nor-
mal and tangential components of the pressure tensor have

been derived by Guo and Lu [20] and are composed of two
parts as expressed in Egs. (34) and (35):

PN,LRC(Zk) = pg\},)LRC(Zk) + Pz(vz,)LRc(Zk)
T T dUp (1) ”
—p*(z) f drr3L;—’r - mp(z;) f dr

d LJm()

XJ dAz[p(z) - pzk)]—( )% (34)

As concerns the tangential pressure, only the second term is
modified and is expressed by

T - r
p%{RC(zk)=—5p(zk) f dr f dAZ[p(2)

LJm( )

-plz)]———[r*-(A2*].  (35)

The first term of py;rc(zi) and prre(zy) is identical to that
used in homogeneous molecular simulations by using a local
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FIG. 4. Thermodynamic properties profiles calculated from MC simulations of methane at 150 K. (a) Configurational temperature. (b)
Long-range corrections to the normal and tangential components. (¢) Long-range corrections to the surface tension (left axis) calculated from
Egs. (38) and (37) with the corresponding integral (right axis). (d) First and second parts of the long-range corrections to the configurational

energy.

density p(z;) whereas the second term takes into account the
density differences in the slabs.

We show in Fig. 4(b) the profiles of the long-range cor-
rections to the normal and tangential components of the pres-
sure tensor of the methane at 150 K. We observe that these
LRC contributions to the pressure are far from being negli-
gible. The first term of the normal and tangential components
can reach —12 MPa in the liquid region. The second terms of
py and pr present peaks in the interfacial region with mag-
nitudes between 3 and 5 MPa. The second terms of p, and
pr can be used to calculate the LRC contribution to the sur-
face tension which essentially results from the integration of
the difference between the peaks of py and p;. In fact, the
total LRC contribution to the surface tension 7k rc result-
ing from the IK definition of the pressure components is
given by the operational expression

N, N,
1 S 1
YIK,LRC = 22 YVIK.LRC(z)) = 22 [PN LRC(Zk) Pr, LRC(Zk)]& s
k=1 k=1

(36)

where the term [py1re(zr)
given by

_pT,LRC(Zk)]CsZ can be explicitly

T “ ’
71K,LRC(Z/<) = EP(Zk) 5Zf d"f dAz[p(z)

d
et sy )
dr

Another operational expression has been developed by
Mecke er al. [36,37] for the calculation of the profile of the
LRC to the surface tension. This expression uses spherical
coordinates r and € and has been recently reformulated for
giving the LRC contributions to the pressure tensor compo-
nents [38]:

dly ;. (r
Yro1rc(ze) = WJ er do(1 -3 cos? ) —2~ ()

Xp(z;+ r cos O)sin 6. (38)

We observe in Fig. 4(c) that the profiles resulting from the
two expressions [Egs. (37) and (38)] cannot be distinguished.
We check that the two profiles present bulk regions where
the LRC part is zero and the corresponding integral is flat.
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TABLE 1II. Long-range corrections (mN m™!) to the surface tension calculated from different operational
expressions in the cases of methane, n-pentane, and n-decane.

T (K) 70,LRCa ’YBuff,LRCb 7r6,LRCC ’}’IK,LRCd ’}’TA,LRCe
methane
120 4.20 3.64 3.45 3.75 2.64
135 3.69 2.95 2.83 3.11 2.20
155 3.01 2.00 1.91 2.15 1.60
170 2.42 1.22 1.20 1.39 1.10
n-pentane
300 6.38 5.43 5.29 5.57 4.14
350 5.29 3.80 3.82 4.11 3.16
370 4.77 3.15 3.27 3.52 2.75
400 4.08 2.14 2.42 2.62 2.04
420 3.41 1.45 1.82 1.95 1.54
n-decane
450 5.47 4.20 4.31 4.34 3.79
470 5.14 3.61 3.85 3.85 3.30
510 4.16 2.42 2.87 2.80 2.63

*Equation (40).
quuation (39).
“Equation (38).
quuation (36).
°Equation (49).

It means that the system presents a fully developed liquid
region and two interfaces with any interaction between them.
The profiles show two identical positives peaks at the inter-
face regions and two small negative peaks on the gas side of
the surface. The total long-range corrections reported in
Table II results from the sum over all slabs and are divided
by 2 to take into account the two interfaces of the system.
The values calculated from the IK operational expression are
slightly greater than those calculated from Eq. (38).

Concerning the Buff expression for the surface tension,
specific long-range corrections have been developed by
Blokhuis er al. [39] and successfully applied in molecular
systems [12,33]. This expression is based upon the approxi-
mation that the radial distribution function is equal to unity
for r greater than the cutoff radius and that the density profile
can be fitted to a hyperbolic tangent. This expression takes
the form

1 +o0
7 2rs duLJ,m(r)
e A e b

Xr*(3s® - s), (39)

where d is an estimation of the thickness of the interface and
s is a parameter defined as s=(z;—z;)/r;;.

Another expression [40] considers as negligible the vapor
density p, and the interface width. This expression takes the
form

T, (" dUy (1)
Yo,LRC = —p] J drrt ; (40)
8 J, dr

where p; is the liquid density. As expected from the initial
approximations, the tail correction to the surface tension
given by Eq. (40) is overestimated compared to the values
resulting from the other methods (Table II). We check that
the values resulting from profiles calculed from Egs. (37)
and (38) match very well with that calculated from the Buff
expression. The differences between these values are within
the statistical fluctuations of the surface tension calculation.
To this point, we underline that it is crucial to associate the
appropriate expression of the tail contribution when a calcu-
lation of the intrinsic surface tension is required.

Using the test-area method, the calculation of the surface
tension is carried out in the direct and reverse directions. The
calculation of the direct direction involves an increase of the
surface area such that A(V=A©)+ AA_ whereas a decrease of
the surface area is performed in the reverse path as AV
=A©_AA_. The surface tension value is averaged over the
two directions as (yp+7y;)/2 where yp and 7, are expressed

ksT | < ( N/{(Oﬂ))> d ksT | < ( AM(OH—I))>
as —5p, In\exp\-——7=)/ ~and -5 In\exp\-——=—)/

respectively. The perturbation of the box dimensions is per-
formed over the configurations of the reference state and
leads to virtual configurations of the perturbed state. The
ensemble average is carried out over the reference system
and the virtual configurations of the perturbed system do not
participate to the Markov chain of states. In this sense, it is
closely related to Widom’s method [ 19] for the calculation of
the chemical potential for which the perturbation leads to the
insertion of a virtual particle.

Table III shows the surface tension calculated from the
TA method in the direct and the reverse directions for meth-
ane, n-pentane, and n-decane. We check that the value of €
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TABLE III. Surface tension (mN m™') calculated from the test-area (TA) method in the direct and inverse
directions with the corresponding long-range corrections.

Yra" ’}’TA,LRCb
T (K) 04 N YD,LRC Y1LLRC YLRC
methane
120 10.43 10.74 10.59 2.61 2.67 2.64
135 7.93 7.52 7.73 2.20 2.20 2.20
155 4.50 4.65 4.58 1.50 1.63 1.60
170 2.72 2.38 2.55 1.09 1.11 1.10
n-pentane
300 13.40 13.88 13.64 4.01 4.28 4.14
350 8.05 8.12 8.09 2.98 3.35 3.16
370 6.00 6.15 6.07 2.59 2.92 2.75
400 4.57 4.50 4.54 1.98 2.11 2.04
420 3.01 3.04 3.03 1.48 1.59 1.54
n-decane
450 7.55 7.90 7.72 3.38 4.20 3.79
470 6.13 6.44 6.29 2.81 3.80 3.30
510 2.77 2.76 2.76 2.36 291 2.63

Equation (24).
quuation (49).

used (5% 107#) is appropriated for an accurate calculation of
yra With a small deviation between the forward and back-
ward directions. We also check that this method can be easily
extended to molecular systems. To complete the calculation
of the surface tension using the TA formalism, we use the
statistical mechanical perturbation theory developed by
Zwanzig in 1954 [41] where the exponential and the loga-
rithm of Eq. (23) can be expanded in powers of 1/T at high
temperatures to give the following operational expression of
the surface tension:

1 (AUP) — (AU
o
(Au3>—3<Au2><AL{>+2<Au)3) ( 1 )2
+ +0\| —
6kaT? kgT)

(41)

where Al is calculated as the half sum of Al{,_; and
AlUp—._y). Using this expression, we check that the surface
tensions are strictly identical to those calculated from Eq.
(23).

Figure 5(a) shows the profiles of the yr, surface tension
calculated in the two directions. The two profiles are very
close and the total values of yr, resulting from the arith-
metic sum of the local value of each slab correspond exactly
to those calculated from Eq. (23). This result confirms the
validity of the local operational expression of yra(z;).

Throughout this paper, we propose to establish the opera-
tional expression for the long-range correction to the surface

tension based upon the TA technique. To do so, let us recall
that the LRC to the configurational energy [20] is given by

o

Upre(z) =UR(z) + URC(z) = 2mp*(2) V, f drr'Uy g (1)

e

+7p(z) V f dr f dAz[p(z) = p(zi) Ity 1,(7).

(42)

This LRC contribution is constituted of two terms, one
depending on the local density and the second taking into
account the differences in density between the slabs. The two
terms are represented in Fig. 4(d). The shape of the profile of
the LRC to the configurational energy is very close to that of
the pressure profile. From the TA method, we obtain a LRC
contribution by writing that the LRC part is different be-
tween the total contribution and the intrinsic contribution as
in the equations

YTALRC = YTA ot — YTA (43)
(AU + AU Re)
T \TP\T T T
B B

- I , \ 44
24, < ( Au>> (“44)

exp| - —

kg T

kgT ( AULRC)

~o B - Re) ) 45
204, n<eXp kyT 45)
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FIG. 5. Surface tension profiles calculated from MC simulations of methane at 7=120 K calculated in the forward and back-
ward directions using the TA approach. (a) Intrinsic surface tension contribution. (b) LRC contribution to the surface tension. Total surface
tension calculated using the TA and IK methods from MC simulations of (c) methane with the corresponding integral (right axis) and (d)

n-pentane.

Expression (45) is obtained by assumin
(AY) (AULRC)g>

and <exp( —
The difference between the two averages

(<eXp( M)» and <exp( (AM)><exp(

two terms <exp( Tl
dependent.

within 107°

that the

are in-

(AUy re

) is

units. This result shows that Eq. (45) rea%onably

represents an appropriate operational expression for the LRC
part of the surface tension calculated from the TA approach.

The local

long-range corrections

contribution the

surface tensions calculated from the TA approach are estab-

lished by assuming that the terms <exp(

and <exp(
We check

(AMLRC ) )>
k

thlb

assumption by calculating

spatial correlation function C(z;)

)
Zk

are uncorrelated for each z.

the local
defined by the differ-

VTA,LRC(Zk) =-

AZ//LRC ) “k 2

><<exp( )> This curve shows in Fig. l(b) local

differences less tharkl 1076 unit and justifies the fact of de-
composing the local surface tension resulting from the TA
method into an intrinsic local contribution and a tail local
contribution. The local expression of the LRC of the TA
method derived from expression (46) is thus given by

< ( U~ U
In\ exp| —-————

C
kT >>0 (46)

where U<RC and Z/{<(RC represent the sums over the slabs of
Ui rel(zy) and Ui ge(zy), respectively:

kgT

YTALRC =~ > AA

kT | (
AA. n\ exp

LRC Zk) + ZARC(ZIL)] [Z/{( Lre(zi) + Z/{{z]%C(Zk)] >>
0

o7 (47)
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TABLE IV. Different contributions of surface tension values (mN m™!) calculated from different operational expressions for methane,
n-pentane, and n-decane. The experimental surface tension are given for comparison.

YBuff YK YTA

T (K) a ’)’LRCb ' '}’LRCd Y ’}’LRCf VBuff,tot YIK tot YTA,tot Yexpt
methane

120 9.5, 3.6, 9.5/ 3.8, 10.64, 2.6, 13.15 13315 13.2¢, 11.3

135 6.83 2.9, 6.83 3.1 7.713 2.24 9.814 10.014 9.93 8.0

155 4.0 2.0y 4.0g 2.2, 4.69 1.6, 6.0g 6.2 6.219 4.3

170 2.2, 1.24 2.2, 1.4, 2.5 1.1, 3.4¢ 3.63 3.6g 2.1
n-pentane

300 12.0¢9 5.4 12.049 5.6, 13.619 4.1, 17.45¢ 17.619 17.819 15.3

350 7.0,5 3.8, 7.0,5 4.15 8.1y 3.2, 10.855 11.155 11.254 10.0

370 5.143 3.2 5.1 3.5; 6.1y, 2.7, 8313 8.713 8.814 8.0

400 39, 2.1 394 2.6, 4.514 2.0, 6.014 6.615 6.614 5.1

420 2.61¢ 1.4, 2.61¢ 2.04 3.0¢5 1.5, 4.1 4.61¢ 4.615 34
n-decane

450 6.05, 4.2, 6.0,, 4.3, 7. 754 3.8, 10.253 10.353 11.555 10.4

470 4.855 3.6 4.855 3.85 6.3,5 3.3, 8.455 8.755 9.6, 8.8

510 1.716 2.4 1.71¢ 2.8, 2.816 2.6, 4.2:5 4.516 5.4, 5.9

*Equation (29).
quuation (39).
“Equation (28).
quuation (36).
*Equation (24).
tEquation (49).

The difference in Eq. (47) between the terms L{SQC(Z,L) and
Z/{(L]};C(zk) vanishes because the transformation conserves the
local density in the perturbed state. The second term depends
on dAz. As a consequence, it is changed by the perturbation.
It means that the double integral of the second term is dif-
ferent in the two states. This difference in the second terms
gives the tail correction of the surface tension calculated
from the TA method. This LRC part is expressed by

)

kgT exp ( _ (UR() —UR(2)
(48)

=——1In
VTA,LRC(Zk) AA kyT

€

The total long-range correction for the simulation is then
calculated according

NS
E VTA,LRC(Zk) s

i=1

(49)

1
YTA,LRC =~ 5

where N is the total number of slabs in the simulation box.
This expression supposes that the local long-range correction
parts of the slabs of z; and z;,; tension are independent. This
uncorrelation was already established for the intrinsic surface
tension in Eq. (24) and can be extended to the local LRC
contribution of the surface tension. The LRC contributions to
the surface tension are reported in Table II for the direct and
reverse directions. We observe small deviations between the
two directions, indicating a good stability of the perturbation
algorithm. Using the TA method and a cutoff radius of 12 A,

we show that the tail correction of the surface tension repre-
sents between 20% and 50% of the total value depending on
both temperature and alkane chain length. The profiles of this
tail contribution are shown in Fig. 5(b). In line with the LRC
values given in Table III, we find that the profiles are similar
in the two directions. The value calculated from Eq. (46) and
the value resulting from the profiles are rigorously identical.
Table II also shows that the long-rang corrections to the sur-
face tension calculated by the test-area method are smaller
than those calculated from IK [Eq. (36)], Buff [Eq. (29)], and
Mecke [Eq. (38)] methods. The difference between the LRC
contributions calculated by the IK and TA methods decreases
significantly as the temperature increases.

The total surface tension values are reported in Table IV
with their corresponding long-range corrections. Interest-
ingly, we observe that the total values calculated using the
IK, Buff, and TA methods match very well with the standard
deviations. It means that once the appropriated LRC correc-
tion is applied, the total surface tension is not dependent on
the method used. The profiles of the total surface tension
resulting from IK and TA calculations are shown in Fig. 5(c)
for methane and can be considered as very close. We only
observe a small difference in the magnitude of the small
negative peaks on the vapor side of the interface which is
greater for the TA than for the IK method. We observe that
the interface region is characterized by strongly negative val-
ues of the tangential component of the pressure, indicating
that the liquid in this region is under tension. We also see that
the region close the surface at the vapor side is characterized
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by small positive values of this pressure tangential part, sug-
gesting a compression of this zone on the vapor side. The
presence of this negative peak on the vapor side of the inter-
face has been subjected to controversial discussions and de-
pends on the method used for the calculation of the pressure
tensor [6,42]. The TA method confirms the presence of these
small negative peaks by using the energy change for the
expression of the surface tension. The shape and the final
value of the integral of each profiles (right axis) are the same
for the IK and TA methodologies. The same features can be
observed for the profiles of the total surface tension of alkane
chains [see Fig. 5(d)].

To investigate further the TA calculation, we observe in
Table IV that the intrinsic surface tension without a LRC
contribution calculated with the TA method is larger than that
calculated from IK and Buff expressions. The fact that the
total value of the surface tension is the same for the TA and
IK methods means that the LRC part of the surface tension
calculated from the TA and IK methods follows the opposite
trend. The IK and Buff expressions use the derivative of the
potential to express the surface tension whereas the TA
method only uses the potential. We have already shown [2]
that the truncated force does not correspond to the truncated
potential due to the fact that the truncated potential is not
differentiable at the cutoff value. This effect is much more
marked in simulation of two-phase systems, which exhibit
nonuniformity of the density distribution along the axis per-
pendicular to the surface. We have underlined that the MD
simulation using a truncated force does not yield the same
coexisting densities and interfacial properties than the MC
simulation using a truncated potential. The two methods lead
to the same results under the condition that the potential used
be differentiable at the cutoff value. To underline this point,
we have performed MC simulations of the methane using a
LJ potential changed by a cubic spline potential defined in
Eq. (32). In such a simulation, both the potential and its
derivative are continuous at the cutoff value. As the potential
and force are zero at the cutoff, the calculated properties do
not need to be corrected. These simulations do not aim to
yield results in close agreement with experiments but to nu-
merically highlight some features. We compare the results of
surface tension of methane calculated from TA, IK, and Buff
expressions for MC simulations using both a truncated LJ
potential and a LJ potential modified by a cubic spline func-
tion (see Table V). As expected from the equivalence be-
tween yr, and the macroscopic definition of y (Appendix
A), the different operational expressions provide exactly the
same values for the surface tension when the potential is
differentiable at the cutoff. The profiles resulting from IK
and TA methods shown in Fig. 6 can be considered as close.
However, we detect a slight difference between the profiles
of the surface tension calculated from the TA and IK ap-
proaches at the interfacial region. We note that the profiles
resulting from the TA approach present small peaks slightly
more negative than those resulting from the IK definition at
the inferface [Figs. 5(c) and 6]. The total values resulting
from the integration of the profiles are not affected by this
feature and are identical for the IK and TA methods.

We confirm what we have already demonstrated in a pre-
vious paper [2]. The impulsive contribution to the force due
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TABLE V. Surface tension of methane (mN m~!) resulting from
MC simulations using a truncated LJ potential and a modified LJ
potential.

C

RSV
T (K) YBuft YK’ > N Y
Truncated LJ potential
120 9.49 9.50 10.43 10.74 10.59
135 6.83 6.88 7.93 7.52 7.73
150 4.76 4.78 5.34 5.49 5.42
Cubic spline modified LJ potentiald
120 8.54 8.54 8.52 8.58 8.55
135 5.48 5.48 5.50 5.47 5.48
150 3.02 3.08 3.03 3.03 3.03

“Equation (29).
quuation (28).
“Equation (23).
quuation (32).

to the discontinuity of the potential at the cutoff radius can
be ignored when the potential is differentiable at the cutoff
distance. In this case, the TA and IK techniques are rigor-
ously identical. If we follow the strategy of Trokhymchuk
and Alejandre [1] consisting in adding a & function in the
definition of the force to take into account this impulsive
contribution to the pressure, we find that the new value cal-
culated from the IK method is increased and comparable
with that calculated using the TA method according to the
values of y (mNm™') for methane at 150 K (y;x=6.8,3,
Yra=7.713, Yikes=7-713)- This result is in line with our pre-
vious MC simulations using different potentials [2]. We also
observe that the difference between the IK and TA methods
decreases as the temperature increases. It means that the dis-
crepancy between the TA and IK methods decreases when
the difference of density between the two phases is attenu-
ated in line with the fact that the discontinuity of the poten-
tial at the cutoff value plays a significant role especially as
the density gradient is marked.

Following the perturbation formalism, we try to calculate
a local entropy change in the liquid-vapor surface. The local

1.4
12 F H ¢ K
10F
08 F
06 F
04 F
02F
0.0
0.2 F

04 . . . . .
-150 -100 -50 0 50 100 150

v (z) (NN m")

z, (A)

FIG. 6. Total surface tension profiles calculated from MC simu-
lations of methane at 7=120 K using a LJ potential changed by the
addition of a cubic spline.
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FIG. 7. Local entropy profiles calculated from MC simulations
of methane at 7=120 K.

operational expression of the local entropy is derived in Eq.
(B4) of Appendix B. To compare this property with an ex-
perimental value, we use the A" defined by Ben-Naim and
Marcus [43] as

A,U«*=;U«7—/J«;=_kBT1n(&)’ (50)
Po
where p, and p; are the number density of the liquid and
vapor phases, respectively:
AS = (SPH =S = (S¥ - s
IAu”

=(AS; )= (AS, ), =- P (51)

The calculation of the averages of <AS;>, and <AS;>U is
performed over the slabs of the liquid and vapor phases,
respectively. This calculation required a grid of (100X 100)
ghost particles inserted at each 1.0 A. The average has been
carried out over 20000 configurations constituted of
3000 molecules of methane at 7=120 K. The corresponding
total CPU time is about 312 days on a single processor and
has been reduced to 15 CPU days by using 26 processors at
a time. The profile of the local excess entropy variation is
shown in Fig. 7. The average values of the local excess en-
tropy change is 4.7 J K™' mol™! and —25.0 J K~! mol™' for
the liquid and vapor regions, respectively. This leads to a
value of —29.7 J K~! mol~! for AS™ whereas the value calcu-
lated from the derivative of u" with respect to the tempera-
ture is equal to —29.2 J K~! mol~!. Our calculation agrees
quantitatively well with the experimental data available. It
proves the efficiency of the sampling and the feasibility of
calculating the excess entropy part for a two-phase system.

VI. CONCLUSIONS

This work lies within the framework of the molecular
simulations of two-phase systems where the nonuniformity
of the density distribution along the direction normal to the
interface requires one to pay attention to the calculation of
the interfacial properties and their long-range corrections as
well as the truncation procedures. One of our objectives is to
use a relatively small cutoff for the simulation of the two-
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phase systems in order to make the direct simulations com-
petitive with the GEMC simulations. In this case, the use of
LRC contributions is required.

We have focused on the calculation of the profile of the
chemical potential along the axis perpendicular to the sur-
face. We have used a modified version of the Widom tech-
nique adapted to heterogenous systems. We have highlighted
the importance of the long-range corrections to be added to
the chemical potential. For a MC simulation using a trun-
cated LJ potential, we have shown that the chemical poten-
tial profile is uniform when two long-range corrections are
included in the calculation. For a MC simulation using a LJ
potential changed by a switching function that makes the first
and second derivatives of the potential continuous at the cut-
off distance, it has been established that the profile of the
sum of the ideal and excess parts is constant throughout the
simulation box.

The different operational expressions (IK, TA, Buff) for
the calculation of the surface tension with their correspond-
ing LRC expressions have been presented. We have tested
the novel technique called the “test-area” method on MC
simulations of methane and applied it to the calculation of
surface tension of alkanes such as n-pentane and n-decane.
We have established the expression of the surface tension
profile from the TA approach and demonstrated the LRC
expressions resulting from this perturbation method. All the
operational expressions of the surface tension give similar
results once the appropriate LRC contributions are included.
The difference between the TA and IK methods has been
explained by the discontinuity of the potential at the cutoff
distance. We have removed this discontinuity by using LJ
interactions truncated via a polynomial function and shown
that the TA and IK approaches lead to the same value of the
surface tension.

This work has been completed by the calculation of the
local entropy change in the liquid-vapor interface of the
methane. The calculation of this property represents a chal-
lenge at the CPU level and the comparison of this property
with experimental data is very satisfactory.

APPENDIX A: SURFACE TENSION
1. Thermodynamic route and virial expression

Let us return to Eq. (22) and express the exponential of
UV (r'N) as a Taylor expansion [Eq. (A1)] about the point r
up to the second order where 0((ri’j—r,~_]-)2) represent second-
and higher-order terms. For clarity, the demonstration is only
given for a system of N particles. The molecular version of
the expression given in Eq. (A6) is expressed by Eq. (29):

UD 'V UO (N N-1 N
exp(—¥)=exp<— ( )>|:1—L2 >

kgT kgT kpT'ic1 j=is1

du(r;j)

’ 1 ’ 2

X(rij—r[j)—drij +0((rij—r,»j ).
(A1)

Replacing 4V(r'") in Eq. (22) by the right term of Eq. (A1)

leads to the expressions given in Egs. (A2) and (A3):
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[ 1223 S (g np 2000 | 400
kBTl k21 j=i dr;; kgT (A2)
=———1In
’ AAe Z/{(O)(I'N)
dr" exp| -
kgT
kgT dZ/{( O(r au™(r;)
=——1n - _E E ( " (A3)
AA, kgT 5 Jj=i+l drij
|
Let us expand the position vector ri'j in the perturbed sys- (aQ) ( dQ JL, )
tem i f h Puox="\" 1, =
em in powers of € such as x av M,T»L},,LZ oL, Y Wi,
3z 1 (a0
r=r {1+—<1— =i >]+0(8) (A4) =——(—> (A8)
2 ry ij LyL \ L, wT.LyL,
where O(€?) contain second- and higher-order terms. The 1 [9Q 0A 1{oQ
incorporation of the second term of Eq. (A4) into Eq. (A3) R NACE A AT
allows one to obtain an intermediate expression [Eq. (A5)] T v wLyL, ¢ wIL,
for the surface tension within the perturbation methodology. (A9)

By applying a first-order Taylor series to the expression of
the logarithm in Eq. (A5) and dividing by 2 to take into
account the specificity of the system, we obtain a new ex-
pression given in Eq. (A6) which takes the advantage to be
solely calculated in the reference system:

(0)
y=- kT In __2 2 -1y = 37,2 AU (ry)
2AA6 kBTz 1 j=i+l zrij drij 0
(A5)
—37.. .4dL{(0) rii
. E E Tij — 9%ij%ij (ry)) (A6)
2A i=1 j=i+l 2rij drij 0

This expression has already been established by Salomons
and Mareschal [40]. As was underlined by several authors
[3,8,40], this expression is consistent with that resulting from
the mechanical definition of the surface tension of a planar
surface. In this latter, 7y is expressed as the product of the L,
dimension and the difference between the normal and tran-
verse components of the pressure.

2. Equivalence between yr, and y

The normal and tangential components of the pressure can
be expressed within the grand canonical ensemble (uVT) by
using the equations

(aﬂ) (aﬂ 0LZ>
PN=Pz=—| " ==\
=" v mwTLL, oL, IV mwTLL,

10
=- ( —) : (A7)
ANIL, wTLL,

By applying the transformations of Egs. (A8) and (A9) to
Pyy» We obtain the following expression for this component:

Q) 130
Py=—|— =——|—] . (A10)
[?V ,u,,T,Lx,LZ Lz ﬁA ,u,,T,LZ

where () is the grand potential, T the temperature, V the
volume defined as L,L,L,, A=L,L, the area of the interface,
and u the chemical potential. The normal part of the pressure
pr is the half-sum of the p,, and p,, components From Egs.
(A9) and (A10), py is expressed as -1 ((;2)#”

The surface tension vy can be calculated from the macro-
scopic averages through

v )LZ L, 1<aﬂ> 1(&9)
Y= -pr)<==——=1|-"\— - — .
NPTy T oA\, prror, L\OA) 1
(AL1)
By considering the expression
(99 o7L &A
=1, (A12)
&LZ w.T.A (9A Q.u,T &Q .
Eq. (Al1l) becomes
L_[ 30 1(0A 1
y=——=— — (A13)
2\0A) s LA L) ur L.
29 0
= — (A14)
(?A ,u,,T,L7 C?A
=YTA- (A]S)

Equation (A14) is obtained by considering that dV=AdL,
+L,dA=0. This is explained by the fact that the perturbation
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is carried out at constant volume. By substituting dA/dL,
into Eq. (A13) by —A/L., we find the expression given in Eq.
(A14). For a system with a planar surface, Q(u,T,V) is
equivalent to Q(u,7,L,,A). This leads to the right term in
Eq. (A14).

When the geometry of the system leads to a nonuniform
density distribution along the z direction normal to liquid
surface area, we expect there a dependence of the thermody-
namic properties only in this direction. We aim to establish a
local surface tension yra(z;) comparable to yg(zz). The fol-
lowing demonstration assumes that there is no correlation
between two neighboring slabs as is the case within the
mean-field approximation. We have shown in Fig. 1 that the

two terms <exp(—%)>zk <exp(—AZ:kT”)>Zk+1

ered as independent with a local uncorrelation value less than
1075, This numerical check allows us to define a local sur-
face tension yy,(z;) defined from a local grand potential sz.
The existence of the local grand potential is subjected to the
fact that there is no correlation between neighboring slabs.
Using this approximation, all the slabs can be treated inde-
pendently.

Let us recall that the simulation box is divided into N;
slabs of width 6z and volume V,. To make the mathematical
expressions of the local thermodynamic properties lighter,
we replace y(z;) by Yo The total number of molecules, N, is
constant whereas the number of molecules, Nzk, is each slab
fluctuates within the simulation. This is equivalent to fix the
chemical potential u, of the alkanes at each z; position. The
relevant thermodynamic potential for a slab k is therefore ()
defined as sz=Uzk—Tszzk—Nzk,Lsz where U, is the energy
of the slab k, S, its entropy, and u, and N, are the chemical
potential and the number of molecules of this slab, respec-
tively. The grand potential depending on z; is directly related
to the grand canonical partition function Ezk at z; via

can be consid-

0, =—k;TInE, (A16)

where Ezk can be expressed as

1 (Msz) f " ( Uzk(rN))
r - .
a” = A TP\ K\ T

(A17)
The local surface tension Yz is given by
(9QZk
YAz = ( oA, ) (A18)

* Tzk’vzk”uzk

By applying the perturbation formalism between the refer-
ence state (0) and the perturbed state (1), the surface tension
is expressed as the ratio of the grand canonical function be-
tween the two states [cf. Eq. (A20)]. From the calculation of
both the local configuration temperature and the total local
chemical potential, we check that T =T;=T and p =u.,
respectively. Let us recall that the transformation carried out
on the slab does not change its volume and allows us to write
dr¥=dr'V. These equalities lead to the expression given in
Eq. (A22):
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YTAz,
( r?QZk>
“\ A
% 'lLZk’VZk’TZk
Q(Nz;, Vz, TZ:Q’AEE)) - O(Nzy. V. T21.Az))
= lim ' A19
e—0 AAE ( )
kgT E(])V T,
B R
=——1n =0 (A20)
€ =u, VT,
“k “k “k
. D/ N
NZI:/'LZI: N uili (r'®)
> exp dr'Vexp\ - ——
kT N, kgT kT

2 exp

2k

— In
Me & (N U (")
dr" exp| -
N kgT kgT

(A21)
Z/{(E)(I'IN)
fdrNexp _zk—
kT | kyT (a22)
=——1In
P ( uz,z<°><rN>>
rVexp|-——
kyT
__ kT
T AA,
, ( o) (r’N)—Lé‘;KrN)) ( w;;nrN))
d — -
. f " exp e exp T
n
de ( Ui?(r”))
r'exp| —
kyT
(A23)
kBT ( Auzk>
= 1 - . A24
204, n<eXp kT )/ o (A24)

Equation (A24) gives the operational expression of the local
surface tension calculated from the test-area method [8].
Within the assumption that the slabs can be treated indepen-
dently, we numerically check that the total surface tension
yra 18 the sum of the local surface tension YTAz:

APPENDIX B: LOCAL ENTROPY CALCULATION

The entropy variation AS can be calculated via the Widom
insertion method using the expressions

au
T

AS=SV gV = _ (B1)
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d
=— a—T[kBTln pA> — kgT In {exp(— AUlkgT))pvr]

d
=—|klnpA3+ kTpASO_)—T(pA3) — kIn {exp(= AUlkgT))pyr—

PHYSICAL REVIEW E 75, 051602 (2007)

kT a9
<eXp(_ AU/kBT»NVT (9T

((exp(= AUkET))yyr) |- (B2)

After further elaboration, the operational expression of the entropy variation is expressed as

3k
AS=—kzln pA3 + TB + kg In (exp(= AUKkRT) yyr + —

where U is the configurational energy of the system.

1 (U + A)exp(— AUlkgT)) Nyt

1
T (oxpl- ATy TUMT (B3)

To calculate this difference of entropy between the two phases, we define a local total entropy variation TAS:k expressed as

" 3k
ASZk = - kB In pzkAS + 73 + kB In <eXp(— Auzk/kBT)>NVT+ -

1 <(uzk + Auzk)exp(_ Auzk/kBT)>NVT

1
- —U . B4
T (o MU kgD T (B

The first two first in Eq. (B4) correspond to the ideal term of the entropy property whereas the three other terms represent

the excess contribution.
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